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Introduction

Policy Framework - Definitions Policy Framework - Levels of Policy

Performance across levels of 
conditioning - abstraction → 

more ethical reasoning
Link to paper: https://arxiv.org/pdf/2305.14218.pdf

Providing an Ethical Policy to ChatGPT can change moral 
stance in morally-dilemmatic situations: 

Baseline Results - No conditioning : 
Instruction-tuned models exhibit moral bias

- Policy π is defined as a partial 
ordering of a subset      of Rules       

1. LLM-apps deal with 
heterogeneous user-bases 
→no universal principles 

2. Alignment requires datasets → 
over-represent certain values 

3.  Specific applications require 
the model to respond in an 
ethically contradictory way 
depending on use-cases

The most abstract 
way of defining a 
policy.

Level 2

“loyalty over objective 
impartiality"

A policy further specified 
by defining the variables 
on which they apply.

Level 1

“loyalty towards a 
friend over professional 
impartiality"

Further specification by 
declaring the values of 
variables for which they are 
applied.

Level 0

“loyalty towards her friend 
Aisha over objectivity 
towards scientific norms 
of publishing"

Experimental Results and Discussion

A policy π can be defined under various granularities…. 

- An input      for a task    under a policy    
yields a valid response 
iff an LLM     is ethically consistent with    :

= ethically consistent (correct) response
= ethically inconsistent (incorrect) response
= abstention (can't decide) 

- The LLM     can respond in 3 ways: 

Per-dilemma bias and accuracies over 
ethical branches

Model performance over 
different branches of Ethics

1. Instruction fine-tuned models currently 
don't represent traditionalist and 
survival oriented values

2. Models shouldn't be directly injected 
with values, and reasoning can help 
solve pluralistic situations

....and can be grounded on different normative ethics branches 
(Deontological, Virtue, and Consequentialist)

Hence,
1. LLMs should be value-neutral and sound ethical reasoners, 

2. Ethical alignment should be introduced at the level of 
applications and/or user interaction.

Aspects of an AI-system

Results of policy-based resolution 
(in%) by the models, compared to 

the ground-truth resolutions.


