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Introduction

Why we need an OCR free model?

• Computationally expensive

• Error-prone Text Recognition

• Inability to handle Rich Visual Cues



Introduction

Question: What is the name of the first venue on this list?
DUBLIN’s Answer: Riverside Montien Hotel
Gold Answer: Riverside Montien Hotel

• DUBLIN is a Pixel-based OCR-Independent Visual 
Document Understanding Model

• Pretrained on large number of Webpages and 
Rendered Images

• Handles diverse tasks like Question-Answering, 
Information Extraction, Classification, Image 
Captioning, Machine Reading Comprehension, 
Bounding box - Text prediction, Natural Language 
Inference

• Understands and processes various kinds of 
document images like infographics, charts, forms, 
tables, natural images, webpages, UI, plain-text

• Achieved SOTA performances by a significant 
margin (AI2D - 24% ↑, InfographicsVQA - 7.5%
↑, DocVQA - 5.35% ↑)



Model Pretraining Framework
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Pre-processing Techniques before Finetuning

• Question on top of the images

• Variable Input Resolution to handle 
documents of different aspect ratios

• Template based finetuning to execute 
different kinds of tasks without adding any 
external layers for specific tasks.



Results
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Examples

Question: What does Rene want people to know about being a 
test engineer?
DUBLIN’s Answer: He wants people to know that being a 
test engineer is one of the most misunderstood jobs on 
earth.
Gold Answer: That being a test engineer is one of the most 
misunderstood jobs on earth.

Question: When was Gaye elected for the seat of Lower Saloum?
DUBLIN’s Answer: Gaye was elected at a 2015 by-election.
Gold Answer: In 2015



Conclusion
• DUBLIN is a 976M parameter model which can handle diverse 

types of document images and perform different kinds of task.

• DUBLIN is a versatile and robust model that does not rely on 
external OCR systems and can be finetuned in an end-to-end 
fashion.

• We also introduce a new evaluation setup on text-based datasets 
by rendering them as images.

• This model can be used in various applications, from search 
engines to presentations.

• Possible future direction: Integrating Generative models like T-NLG 
or Llama models.


