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Introduction Pre-training Framework

Pre-training Data Pre-training Tasks
- CCNews 200M
- Google NQ Dataset
- Rendered InfoXLM Dataset
- Bing QA Dataset
- Synthethic Table Structure QA Dataset

- Masked Document Language Modeling 
Task

- Bounding Box Task
- Rendered QA Task
- Masked Autoencoding (MAE) Task 

Data Preprocessing Strategies before Finetuning

Synthetic Table QA Dataset

Results and Analysis
Performance on QA over illustrations, UI 
understanding, image captioning, QA tasks

Performance on Information Extraction. Classification 
and Reading Comprehension

Performance on Table QA/NLI

Question: What is the name of the first venue on this list?
DUBLIN’s Answer: Riverside Montien Hotel
Gold Answer: Riverside Montien Hotel

Question: When was Gaye elected for the seat of Lower Saloum?
DUBLIN’s Answer: Gaye was elected at a 2015 by-election.
Gold Answer: In 2015

Link to paper: https://arxiv.org/pdf/2305.14218.pdf

Efficient Variable Input Resolution Technique 

Template based fine tuning 

Question on top of image

MAE Task

Contact: vchaudhary@microsoft.com

● Placing  question on top of images 
with different font style and size to 
boost contextual understanding

● On a average, it leads to 
improvement by 3% over all 
datasets.

 

Features of DULIN

● OCR-free Visual Document Model
● Compact in size: it's only 976M 

parameter leveraging Bletchley-InfoXLM 
architecture

● Robust and Versatile: Handles diverse 
document images such as infographics, 
charts, forms, tables, natural images, 
webpages, UI, plain-text.

● Achieves SOTA on multiple tasks such as 
QA over illustrations, information 
extraction, table QA, UI understanding, 
image captioning etc. 

1.

Document Understanding Challenges with 
Current Approaches:

● Limitations of OCR: Computationally 
expensive, error-prone, struggles with 
rich visual cues.

● Pixel-only models (e.g., Donut and 
Pix2struct) lack versatility for diverse 
tasks.

● Both inputs are pre-processed differently for a target of 64 
patches. Suppose the original image is 1000×200 (aspect 
ratio=5), we resize it to make the aspect ratio 4, the closest 
even power of 2. The image becomes 448×112 for variable 
resolution but 224 ×224 for fixed resolution.

● This technique helps in the preservation of aspect ratio while 
resizing. 

● Also, this technique is highly optimized as one batch can have 
multiple images of different aspect ratios.

● It is very helpful to handle long documents.
● Compared to Fixed Resolution, there is an performance 

improvement of 17% in InfographicsVQA, 3.2% in DocVQA,6% 
in Deepform with this strategy.

● Template based finetuning helps in 
executing diverse tasks without 
adding any external layers for 
specific tasks

● Leading  to generalisation and 
achieving comparable 
performances to specialized 
pipeline models.

● DUBLIN is the first pixel only baseline on  
FUNSD, Deepform, WebSRC, VisualMRC, 
WTQ, and TabFact, WikiSQL and Squad1.1.

● We also introduce a new evaluation setup 
on text-based datasets by rendering them 
as images.

● It can be used in multiple applications 
from search engines to presentations.

● Possible future direction: Integrating 
Generative models like T-NLG or Llama 
models.
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